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Introduction: why nearline?
• Based on our experience at SLAC test run, having a fast 

turnaround physics analysis is extremely crucial
• Help to diagnose performance and hardware problems with the 

detectors, especially during the first few months of data taking
• Differs from online data quality monitor (DQM) as it entails user 

interactivity
• Differs from offline data analysis as it has no overhead for file 

staging from tape, file transfer and grid job submission
• And it will use the full Muon g-2 offline codes 

(we do not reinvent our own wheel!)
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Introduction: why nearline?
• Based on our experience at SLAC test run, having a fast 

turnaround physics analysis is extremely crucial
• Help to diagnose performance and hardware problems with the 

detectors, especially during the first few months of data taking
• Differs from online data quality monitor (DQM) as it entails user 

interactivity
• Differs from offline data analysis as it has no overhead for file 

staging from tape, file transfer and grid job submission
• Example of contributions at SLAC
– provided prompt feedback for digitizer information
– provided prompt feedback for laser intensity settings
– provided prompt feedback for SiPM gain settings
– detected missing data from a digitizer crate
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Physics and technical goals
• Physics goals
– to provide a fast handle for the equalization of SiPM gains
– to provide “fresh” calibration data for online DQM and  

offline analysis
– to provide out-of-the-box “wiggle” plot  

(without corrections)
• Technical goals
– maximize utilization of multi-core processors  

(using Thread Building Block - Intel TBB)
– optimize codes for parallelization at the calorimeter-level
– data processing rate matching DAQ rate of 12 Hz 

(not required but good to have)
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From DAQ to storage
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From storage to job submission
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Nearline framework
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Complete framework
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How fast are we right now?
• The birth place of this idea - SLAC calorimeter test run

• We used the SLAC dataset for timing test and projected the time 
needed for 24 calorimeters and number of expected crystal hits

• (post-SLAC) Have been optimizing our offline codes
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How fast are we right now?
• The birth place of this idea - SLAC calorimeter test run

• We used the SLAC dataset for timing test and projected the time 
needed for 24 calorimeters and number of expected crystal hits 
(also hacked into unpacking routine to produce 24-calorimeter 
worth of data) 

• Have been optimizing our offline codes since SLAC

– Data products - removed virtual destructors for auto-generating special move 
functions (constructor and assignment operator)

– Data unpacking - removed redundant steps in data copying
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1.1 to 4x speedup

2x speedup
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Timing test (as of this review)
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FC7Unpacker

HeaderUnpacker
IslandUnpacker

TemplateFit

EnergyCalibrator
GainCorrector

HitCluster
RootOutput(write)

time [ms]
0 17.5 35 52.5 70

Data unpacking ~ 1 ms

Data reconstruction ~ 67 ms

Root Output ~ 61 ms

Pulse Fitting ~ 66 ms
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• 0.75/0.6 Hz (if we write out everything)
• 1.1 Hz (if we skip the root file output)
• write speed ~ 10 MB/s (SSD, c.f. gm2 simulation ~ 40 MB/s)

Q: How do we go from 1 Hz towards 12 Hz?

Current processing time (single-core)
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* SSD/HDD = 0.7

Conditions Offline processing [ms] *RootOutput [ms]

1 calorimeter 69 42/61

24 calorimeters 1656 1008/1464

50% less pulses (Muon g-2) 828 504/732

Total 1332/1560 ms
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• 0.75/0.6 Hz (if we write out everything)
• 1.2 Hz (if we skip the root file output)
• write speed ~ 10 MB/s (SSD, c.f. gm2 simulation ~ 40 MB/s)

A: Multi-threading + multi-core Processor!
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Conditions Offline processing [ms] *RootOutput [ms]

1 calorimeter 69 42/61

24 calorimeters 1656 1008/1464

50% less pulses (Muon g-2) 828 504/732

Total 1332/1560 ms

Current processing time (single-core)
* SSD/HDD = 0.7
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Multi-threading in art module

• Very limited support on multithreading in art

• “Event parallel” multi-threading is still work in progress

• Parallelization within a single module using  
Intel Threading Building Blocks (TBB)

•  Have been testing multi-threading in our offline framework
– Data unpacking and reconstruction -  using tbb multithreading for 

parallelization especially for pulse fitting

Private communication 
with M. Paterno

2-3x speedup in 
processing time 

for a 
quadcore machine
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Nearline machine (candidate)
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• We will need a machine with specs similar to our frontend machines 
(with supports from onsite Dell group)
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Processor (Candidates)
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• more cores means lower base frequency, need to figure out which 
works best within our budget

http://ark.intel.com/compare/
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Projected processing time
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Conditions Offline processing  
[ms]

*RootOutput  
[ms]

*PartialOutput 
[ms]

single core 828

504 2164-core (25% overhead) 276

8-core (25% overhead) 138

16-core (25% overhead) 69

* SSD

Machine nCores Processing only
[Hz]

+ partial output 
[Hz]

+ full output 
[Hz]

single core 1 1.2 1.0 0.8

SLAC machine 4 3.6 2.0 1.3

DAQ Frontend (FE) 8 7.2 2.8 1.6
FE with 16-core 16 14.5 3.5 1.7
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Projected processing time (faster I/O)
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Conditions Offline processing  
[ms]

*RootOutput  
[ms]

*PartialOutput 
[ms]

single core 828

126 544-core (25% overhead) 276

8-core (25% overhead) 138

16-core (25% overhead) 69

*4x write speed

Machine nCores Processing only
[Hz]

+ partial output 
[Hz]

+ full output 
[Hz]

single core 1 1.2 1.1 1.0

SLAC machine 4 3.6 3.0 2.5

DAQ Frontend (FE) 8 7.2 5.2 3.8
FE with 16-core 16 14.5 8.1 5.1
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Summary
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• Nearline analysis will be an important tool to kick start the data 
taking of the Muon g-2 experiment

• It will provide fast feedbacks to the DAQ & detector teams
• Current plan
– optimization of codes for TBB multithreading
– procurement of a nearline machine (8-core or 16-core)
– improvement in Root file write speed (10 MB/s to 40 MB/s)

• Our current goal is to achieve 12 Hz data processing rate to the 
match the DAQ rate

• Will do more tests with the current frontend machines before 
purchasing a new nearline machine


